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1. Introduction/Discussion
This paper proposes a comprehensive evaluation and conclusions proposal. While we think this could form the basis for integrating of other inputs, we are open to alternative approaches.
2. Text Proposal
It is proposed to capture the following changes to TR 23.700-41
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * * 
[bookmark: _Toc23254045][bookmark: _Toc97057180][bookmark: _Toc97266758][bookmark: _Toc104302605][bookmark: _Toc104359571][bookmark: _Toc104872764][bookmark: _Toc104302541][bookmark: _Toc104359507][bookmark: _Toc104872691]7	Overall Evaluation
Editor's note:	This clause will provide evaluation of different solutions.
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Most solutions rely in the indication of an alternative S-NSSAI where to continue a session. However, it is not clear this session is actually continued when SSC2 is used (so is it really any different than the UE ultimately choosing an alternate RSD in URSP rules when it receives an update from AMF that a certain S-NSSAI is no longer available and another needs to be used, which is possible already today). Solutions that cover SSC2 are not really providing continuity of service in all cases and rely on an IP address change survivability with break before make at application layer. 
Most solutions ignore the issue of the "Allowed NSSAI" i.e. the S-NSSAI of the "compatible" or "alternative" slice must be in Allowed NSSAI also. solution 3 and 5 and 32 Option A illustrate that the alternative slice must be considered in the allowed S-NSSAI. Solution 1 implies no Allowed S-NSSAI change is required and because of that the same SMF+UPF is kept, and the session continues, and the UE is not impacted, but this is then achieving a similar result as the one RAN WGs have achieved by change of resources for the existing S-NSSAI by repartition resources among slices. In general, some RM signalling should be expected to change allowed NSSAI as we should not have the SMF to use S-NSSAIs not in the Allowed NSSAI. In short there are some technical problems like for all other solutions where the Allowed NSSAI is not impacted (solutions 4,6, and 32 option B seems not showing impact on the allowed NSSAI). 
In Solution 5 the S-AMF indicates alternative S-NSSAI to the UE and triggers registration when handover happens (but why? the registration should not be required in handover nor AMF change in general).  Also, solution 5 as written assumes the RAN initiates a PDU session management message (see step 8 " T-RAN initiates PDU Session Modification Command to the UE") . This is not acceptable as this is not an AS capability to be involved in session management (but if this is just meant to be a message to be relayed from AMF the solution should be updated to say so as for now it states the RAN initiates a PDU session update). 
Solution 15 covers the use case of NSI overload for SSC2 and SSC3. The comment for SSC2 approach stands. However, it seems to imply the AMF supports all the necessary NSIs (it is belonging to all the involved SMF NSIs). The AMF selection determines the NSI in the first place. It seems therefore that the first step to undertake should be the change of AMF NSI if NSI changes and the AMF does not support both NSIs. If so, a reallocation of AMF should be the first step which can be done with existing procedures after NSI selection (possibly using NSSF). The AMF then should request the UE to perform the SM actions and cause the old SMF to remove the PDU sessions when the UE proceeds to request the same PDU sessions.  If however the AMF can be on the different NSIs simultaneously, it should be still the AMF to control the whole procedure and trigger the SMFs to release the sessions, and more appropriately cause the UE to re-establish or continue the sessions with SSC2/SSC3 (otherwise a potential race condition can happen if the SMF and AMF work independently and also the SMF that is overloaded or even unavailable may not really trigger any event without entering in further overload.)  In general, the use case for solution 15 is not too critical and should be discussed if this should be supported as it seems a rare event if it is assumed that load balancing and rebalancing operates successfully. If this use case is required then it can be evaluated whether the solution should be harmonized with solution 3/5 principles with the difference that the UE is just requested to re-establish the same PDU session in same slice instead of a different slice (the main reason of this harmonization being we need the AMF to control the SMF and not operate independently). .
Solution 32 seems to support reallocation of the session from a slice to another... in one approach by causing the transfer by the UE configuration update indicating a target slice for the UE to use instead of an existing slice, and in another case by using SM to trigger some change of slices using some SSC3 type of behaviour across slices, which is what is described in solution 3.
7.2	Evaluation for KI#2
Solutions proposing to reuse existing SoR information to existing UEs taking Subscribed s-NSSAIs into account: this can be done today and there is no standards impact (except maybe the ability of the SoRAF to obtain the subscribed S-NSSAIs of the UE when the UDM requests the SoR info for the UE, unless the existing Nudm_SDM_Get operation is used!): the existing SoR information is provide to the UE as today using UDM based approach or a SoRAF enhanced to retrieve the subscription ifo for the UE (using existing service based interfaces) taking the subscribed S-NSSAIs and the subscribed slices supported in VPLMNs into account when formulating the preferred PLMN list. 
Providing the existing SoR info format to the UE however does not resolve the key issue as the support of a slice in a PLMN and what PLMN is preferred for some slices should be known before attempting to reselect another PLMN if the current one does not support the desired slice.
There are two main proposals on then providing SoR information:
solutions 6,7,19 are aligned conceptually. solutions 6 and 7 focus on the delivery mechanism while solution 19 more on the handling and definition of the slice specific SoR information. They are based on a proactive approach according to which the HPLMN provides additional Slice-specific PLMN lists which complement the existing information for specific S-NSSAIs and also provide ways to select a preferred PLMN when more than one slice specific PLMN list is present with conflicting information. 
solutions 18 and 20 use a reactive approach where the SoR information is based on the existing one but as ain input the UE and UDM can take local information into account. This will in general be less efficient than the proactive solutions and the benefits seem limited to small AoS slices when UEs cannot locate themselves to apply proactive location-based rules in the SoR information. In short, the benefits of this approach may not be outweighed by the costs especially if there is no strict definition of when to trigger fresh SoR information to be provided (excessive UDM interactions may be originated if UEs can frequently send information to get fresh SoR information). 
Solution 16 defines a way to detect support of Slices in a PLMN to assist any solution based on SIB16 reading but this is not valid information as not all PLMNs will support SIB16 information or similar information and also not all S-NSSAIs are subject to the feature slice-specific cell reselection. 
Lastly, solution 17 defines a PCF based solution to control whether PLMN selection can be initiated if a S-NSSAI is detected to be unavailable in the PLMN. The main observation here is that the UE so far decides autonomously when to perform PLMN reselection. However, if a control is desirable, this could be part of the SoR information sent to the UE. Also, we assume this is local unavailability (see the conclusion for more information) and not PLMN-wide slice unavailability as for this case the HPLMN should already be able to provide the right PLMNs to select.
7.3	Evaluation for KI#3

Solutions related to the improved support of limited AoS not matching deployed TAs:
Solution 9 proposes that the limited AoS slices may be based on the configuration of additional secondary TAIs in addition to the existing Primary TAIs. This, and other UE impacting solutions, is to cover use cases where the UE population can be controlled easily (IIoT, Enterprise...) and requires support in the UE. This requires RAN2/3 to agree defining this concept as outlined in the solution in detail (note: for NTN it is already allowed to support the broadcasting of >1 TAC in a cell per PLMN). The companion solution 29 then helps with UEs that need also to be allowed slices associated with AoS matching the existing TAs, then with the partially rejected or partially Allowed S-NSSAIs approach there is good way to form a RA that is encompassing a mix of Primary and Secondary TAs and optimally support this use case. The clear advantage of this solution is that the concept of homogenous support of a slice in a TAI is kept so the system level impact and the overall system level operation and logic is retained at TAI level. In addition, since the Primary TAIs are retained with no change, the rest of the UEs (using slices with AoS matching existing TAs) configuration and operation remain not impacted.
Solution 11 bases the limited-service area support on the awareness of slice support at cell level in the system. This requires RAN3 (assuming the AMF/NSSF still learns from RAN the cell supporting a S-NSSAI) impact and also there are potential issues with the support in idle mode that are not resolved (i.e. paging all over the TA or not? if not how?). Additionally, the feature interaction with features that operate at TA level like the NSAG support need to be investigated as for now the support of NSAGs is per TA and not per cell. This requires further study for the aspects of solution 11 related to this KI. 
Solution 26 seems to not require reconfiguration of TAs nor cell level granularity awareness in the system. In some cell of TAs the slice may not be supported but the awareness in the UE, AMF is missing and this is just an access stratum concept not visible outside the access stratum. There are charging implication, OAM implication, and SLA monitoring exposure implications to be assessed. In addition, while the subscribers of these slices do not get the expected SLA, some resources of the systems are still engaged. This for instance will impact NSAC counting of UEs and PDU sessions. Other similar type of interactions is expected.  There is also a need to clarify what happens for paging (like for solution 11 but the issue here is that it is not clear whether the UE is paged and relies on and is accepted to progress sessions even outside the AoS or not). It is also not clear what is the impact on admission control for e.g. GBR bearers outside the AoS (i.e. should the UE continue to be served outside the AoS or not even for GBR bearers?). In short, the solution lacks a lot of details that may enable preforming a complete evaluation. In nessence the concept of AoS is not really enforced by this solution and leaves many end to end issues not solved.
Solutions related to the support of temporary network slices:
Solution 24 proposes to associate a "timing information" allowing per S-NSSAI and per any associated limited time TAs to indicate a start and end time and also a periodicity. it is then proposed that the slices that are associated with time info are released from allowed NSSAI with their PDU sessions at the indicated time silently (i.e. without additional signalling needed) in the system and the UE as applicable (in roaming case only the UE and the used SMF/UPF in HPLMN are impacted if the slices are not actually terminated in the VPLMN network). in addition, this also triggers PDU session level indication of timing, so the sessions are silently released in SMF/UPF without signalling. The advantage of this solution is that the timing info causes the network and UE status to update without additional signalling and also to optionally support retention of contexts during the down time if so desired by indicating a periodicity (if the context needs not retention the period is NOT indicated). By specifying a time information, the UE can also know when the slice will be terminated and this solution can therefore be used to gracefully indicate to users this ahead of time so users of the slices connectivity can adapt if needed, and the URSPs may select a lower priority RSD for the connectivity if available in other slices in order to continue the application in other connection smoothly). 
Along the same lines we have the solution 10 that indicates network slices timing information, but this does not remove the need to update sessions with explicit signalling despite the timing information was known in advance. Also, this is driven by UDM or NSSF but there is no signalling instructing the RAN or the RAN itself cannot be the root cause of a slice termination if some slice support is time based in the RAN. So, it is a solution that is a subset of solution 24.
Solution 21 uses the validity rules of URSP to indicate when some connections of a slice are no longer available. However, this does not provide any optimization of system behaviour to handle temporary slices and as an additional downside does not impact RM so the slice remains allowed as the validity timers in URSP do not cause impact on S-NSSAI registrations. If, however the slice is removed from Allowed NSSAI e.g. via a UE configuration update, then the S-NSSAI based validity rules are sufficient as this causes the removal of the slice sessions from the updated UEs (but this is then not really a full solution as it only resolves the termination of sessions and not adjustment of the system state to exclude the time based slices from those available). In short this is not a valid candidate solution and actually creates unnecessary features interactions with URSP validity rules that are not linked strictly to slice availability. This is not working in roaming case when the VPLMN slice is temporary as URSPs are home controlled.
Solutions related to the support of how to gracefully terminate sessions:
Solution 8 provides guidance on an order of termination of PDU sessions. Solution 8 considers that the emergency calls should be the last to be terminated and may delay the removal of the slice. However, this is FFS as slices supporting emergency sessions should not be terminated and infact the condition where no emergency session is expected or ongoing is very rare to occur. In short, this solution can be part of some operational guideline but not be standardized as a specific solution for this KI as we also need to adjust the state of AMF, RAN in addition. 
Solution 22 is similar to solution 21 but applies to graceful termination only. The same feature interaction issues apply as in Sol. 21 as the issue is we then need to change the URSP configuration when we just need to change the allowed NSSAI/ configured NSSAI to remove one slice (and this then causes the URSP rules RSDs that use that slice to become invalid, would be impacting the URSPs). In roaming case for VPLMN slices this is not working as URSPs are home controlled. In addition, the fact a validity timer of a RSD stops indicating a slice is valid, this does not per se cause the deregistration of the S-NSSAI so the solution may not provide desirable slice termination. 
7.4	Evaluation for KI#4
The main difference between solutions 12 and solution 13 is that solution 13 always foresees that there is a NSACF in the VPLMN or in the Service area that mediates the interaction with the HPLMN centralized NSACF that has authoritative status on the NSAC status for the S-NSSAI. 
The problems of Solution 12 which is allowing direct interactions between e.g. VPLMN or SA SMF, which means that logically speaking it is contradicting the need for NSAC service areas in the first place.
In addition, if there is no intermediation by a NSACF in the VPLMN for the interaction with the NSACF in HPLMN, it means that for each and every UE or PDU session related NSAC even the HPLMN NSACF needs to be contacted. This in turn means that this note in GSMA PRD NG.116 [x ] clause 2.3 on "Network slices and roaming
" is not met as the HPMN/VPLMN interaction is inefficient.

"Note: 	Interaction with the HPMN for attributes requiring such an interaction while roaming should be optimized to maintain performance."

-	Solution 14 addresses KI#4 in a proprietary manner. The solution assumes the node handling the quota distribution will be able to distribute quota in a way to ensure that there is never an issue during mobility between multiple services areas. This proprietary solution is similar to what currently exists in Release 17 and for which specific key issue is created to resolve in a more predictable and standardized manner.
7.5	Evaluation for KI#5
Solutions are of two general types:
1) partially rejected: this means indication of a TAI list in RA where certain rejected S-NSSAIs work/do not work when a S-NSSAI is rejected (solution 25,27,28, 29, 31). some solutions introduce new cause codes for indication that the S-NSSAI is rejected (solution 29 "Partially rejected", solution 28 "rejected in TA", Solution 27 "exception indicator") while others assume the separate IE is sufficient information (Solution 25, 31) and solution 31 even allows not indication rejection but just the TAIs where a certain S-NSSAI is available in RA.
2) Partially allowed S-NSSAIs / Conditional S-NSSAI / Secondary Allowed S-NSSAIs which indicate slices that are allowed only in specific TAIs of the RA. these are solution (11,23,26, 29). One open issue is that some solutions only document the RM messaging but do not detail on the Connected mode operation and mobility operation inside the RA in idle mode when the regions of conditional support are crossed. Solutions 11 and 29 provide more details in this area and solution 29 also defines the option to preserve PDU sessions state as the UE moves in a nd pout of areas whether a S-NSSAI is partially allowed.
Solution 29 provides optimizations to reduce signalling upon mobility and enables exploring overlapping bands supporting the slice sin TA of RA in SR and paging (i.e. the UE can be paged or do SR even from TAs not supporting the related S-NSSAI and the network then can explore attempts to redirect the UE to the overlapping band that supports the TA where the S-NSSAI is supported). This is an important aspect as restricting paging or SR to only areas where the S-NSSAI is Allowed means that the Ue may not be able to take advantage of overlapping coverage scenarios. 
solution 30 proposes also to consider the cause code for "rejection due to not support in AMF"
7.6	Evaluation for KI#6
All UE configuration-based solutions for on demand / usage-based registration with slices imply also a new URSP behaviour where the "S-NSSAI in Allowed NSSAI" validity rule is lifted and a UE can register with a slice of a RSD when the RSD is detected to serve a TD but the slice is not yet Allowed. this may need to be added in scope of the rel-18 work on UE policy control, or we can add this in the scope of the normative work of eNS_Ph3.
UE configuration-based solutions (solution 33,34,38): 
Solution 33 allows control of the duration inactive sessions and then slices without PDU sessions using implicit release/reregistration timers. This approach detects activity based on data transmission and therefore can terminate sessions that are inactive waiting for DL data. So, this solution is not well suited to the use case where a UE can remain in listening mode for any notification for a long time (as this may cause unwanted disconnections) but can meet other use cases efficiently.
Solution 34 is allowing configuring the UE to enable the registration to be controllable per slice as to whether it shall be established by default or established only when usage is required by some applications. If solution 34 is supported, then the release aspect shall require either solution 33 or solution 38 based approach. 
Solution 38 allows the network to control slice registrations to be usage based or configuration based, but also the establishment of PDU sessions. In a complementary way to solution 33, this solution bases detection of usage on applications that are using the connectivity (PDU session) because they have socket in the device that are associated to the PDU session. Once the last application has left a PDU session a timer is started and then the PDU session released after a configurable time. Then, similarly to solution 33, after the last PDU session of a slice the last PDU session of a slice is released, a timer is started, and the Slice shall be deregistered after a configurable time. In solution 38 the configuration of the timing information can be per UE or, as in solution 33, per session and per slice. 
Additionally, solution 38 allows the configuration of alternative URSPs RSDs for a TD that can share a DNN on different slices so the UE can always choose the highest priority slice connectivity if available but retain the IP address as these share the DNN. This behaviour is by explicit indication in the URSP. Also, the URSP may indicate whether certain S-NSSAIs in RSDs and DNN in RSD need to need to always remain registered and always remain established connections even if other S-NSSAI and DNNs are to be established on a usage basis. It is also specified that the information provided to the UE can be set by HPLMN and modified by VPLMN if so needed and authorized by HPLMN (in the standards we may define which parameters can always be set by VPLMN and which only the HPLMN but the HPLMN can allow VPLMN to change also).  
Network based reactive solution to cause codes provide by UE (solution 36): this is providing the same behaviour as in solution 34 and partly 38 (for the default applications connections establishment via URSP in solution 38), only the request of a slice can be indicated a proactive or reactive or based on default application request, and the network can reject based on policy e.g. the proactive requests (i.e. requests not driven by any need of an application at time of establishment). The advantage can be no need configure the UE, the disadvantage is that it more UE-network signalling interactions are causes that end up being rejected so this can be considered wasteful and less efficient than a proactive configuration of the UE with the desirable behaviour. It is also unclear whether the HPLMN can influence the setting of the policies in AMF.
Network based solution using existing capabilities (solution 37, 35):  solution 35 is based on configuration of timers in SMFs (for sessions) and AMFs (for slices) which are releases due to inactivity. This however does not cover the case of applications that need to remain in listen mode and so are not actually generating any traffic. So, loss of connectivity can be induced and then the UEs will needs to resume the connectivity by additional signalling. It is also unclear how this can prevent a UE to keep registering all configured slices again after the network has released it because inactive and establish again some DNNs based on configuration by HPLMN. The solution 35 has a similar issue and even requires deployment of NSACF to achieve the same goal as solution 37.
Network based solutions using new UE capabilities (solution 32) 
this is more addressing KI#1 and defines transfer based on congestion. It is not immediately relevant to this KI where the issue may rather be attempting to use the highest priority slice connection for each URSP rule at all times when possible (i.e. when the slice becomes available because of mobility or because the UE is instructed to remove a certain S-NSSAI fro the allowed NSSAI and/or add a certain s-NSSAI in the allowed NSSAI). 
Network based solution to steer the UE to an alternate slice after NSAC fails. (Solution 39)
Solutions 39 uses the PCF to define an alternate slice that can be used when NSACF is overloaded. Proposes that PCF uses information from NSACF to evaluate slices that are reaching their quota and updates the URSP rules for the relevant UEs with alternate S-NSSAI(s). It is not clear we have a stage one to support this feature. But if we assume we did, the identification of the alternate slice should not cause URSP update and be already in the URSP (also because then we would need continuous reconfigurations of UEs based on NSAC load)

[bookmark: _Toc104302607][bookmark: _Toc104359573][bookmark: _Toc104872766]8	Conclusions
Editor's note:	This clause will list conclusions that have been agreed during the course of the study item activities.
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Editor's note: these are interim conclusions
[bookmark: _Hlk109224693]When NSI change is required to resolve the S-NSSAI overload issue, or in general the reallocation of resources from other Slices to the Slice of the S-NSSAI that is overloaded is not possible, i.e. the allocation of resources cannot be changed across slices or no more resources can be added to a network slice, it is proposed that the solution is to proceed with the approach in solution 3 which combines both of the solution 32 proposals, is similar to solution 5 and to solution 15 if enhanced with AMF control of the procedure which resolves the alignment of RM and SM. The RAN-based trigger during handover in solution 3 is then the main difference between the solutions overall and can be justified by the fact that there can be a progressive indication of overload per zones of the RAN.
If resources can be repartitioned across S-NSSAIs of which one is the alternative/compatible/additional/back up S-NSSAI and NSI these S-NSSAIs share is available and NSI need not change to address the S-NSSAI overload issue, then the repartitioning approach across S-NSSAIs can be used like adopted in RAN in rel-17 to resolve the resources shortage issue without impacting the signalling in the system (i.e. it is a management plane issue).

8.X	Conclusions for Key Issue #2
Editor's note: these are interim conclusions
Enhance the SoR information to include the Slice-specific PLMN list as an option for UEs that indicate they can support its handling towards the UDM. To cater for the case where more than one S-NSSAI has a slice specific PLMN list, define a mechanism of weighting the selection of the preferred PLMN based on the weighted priority average. enable the indication of geographic restrictions to some slice specific rules if the related S-NSSAIs have a limited AoS (UEs not able to locate themselves could first consider these and if S-NSSAI not supported in the selected PLMN apply a UE dependent policy. 
Whether to initiate PLMN selection if one of the slices of HPLMN present in URSP rules is not available at a location of a PLMN (e.g. rejected in the RA), or it is not configured for the PLMN, the UE could decide to perform PLMN selection based on local UE policy also taking into account the available SoR information.
Note that a S-NSSAI cannot be rejected in the PLMN unless there is a UE misconfiguration for the PLMN (because in the first place the UE should not request a S-NSSAI not supported in the PLMN as the PLMN configures the UE with the Configured NSSAI). If the UE receives indication that the S-NSSAI is not supported in the Whole PLMN. The UE should wait for a configuration update in the PLMN (if this aspect is not clear in existing SA2 specifications these should be updated to clarify that with category F CRs in rel-18). Whether a local rejection (e.g. due to not support in RA) could trigger a selection of another PLMN should be up to UE implementation or at most controllable by the HPLMN (whether the HPLMN or any PLMN should be able to perform this restriction of the UE behaviour lacks stage one at the moment) .
The need to obtain runtime SoR information that could instruct locally the UE to change PLMN should be left to CT1 to investigate in normative phase.
It is expected that CT1 leads the specification of this in normative phase so SA2 should conclude this work by sending a LS to CT1 with its findings and the normative WID on this aspect should be started in CT1.
8.X	Conclusions for Key Issue #3
Editor's note: these are interim conclusions
For support of limited AoS slices not matching deployed TAs it is proposed that:
-	new capability is introduced in the system to handle secondary TAs
-	for legacy devices reconfiguration of TAs is recommended but an operator could decide to selectively use the resource allocation based on the approach in solution 26 (e.g. if NSAC does not apply for the network slice) and if all the issues identified for Sol 26 are resolved.
It is proposed to specify that the UE can be updated with timing information about the configured/allowed slices and this same timing information can also be provided from the RAN when some TAs stop being supported and some S-NSSAIs stop being supported. The timing information can be associated to TA, S-NSSAIs for temporary slices that also require deployment/support of temporary TAs. If the termination of a network slice is HPLMN initiated, then this information is passed to UE and RAN UE context in addition to AMF and SMF. 
8.X	Conclusions for Key Issue #4
Editor's note: these are interim conclusions
It is proposed that the solution 13 principles are adopted. 
In addition, in normative phase the requirement to support option B in LS S2-2202800 is added to the WID for normative work for NSAC aspects. 
	In addition, GSMA has clarified that when EPS counting is required two options are supported: 
A. the maximum number of UEs limit in 5GS applies to the UEs which are registered in 5GS and so the restriction criterion is not uniform across EPS and 5GS as the UEs in EPS are counted when they have at least one PDU session.
B. the maximum number of UEs limit applies to the UEs with at least one PDU session in 5GS, and at least one PDN connection in EPS, and so the restriction criterion is uniform across EPS and 5GS.
In order to allow the two options, the NG.116 has been updated to add an attribute "maximum number of UEs with at least one PDU session/PDN connection". So, option A applies when the "maximum number of UEs" attribute with EPS counting enabled is in the NEST, while option B applies to when "maximum number of UEs with at least one PDU sessions/PDN connection" attribute in the NEST.



8.X	Conclusions for Key Issue #5
Editor's note: these are interim conclusions
Standardize an approach for the "Partially rejected S-NSSAI" with indication of the TAIs where this works in the RA. in normative phase it will be decided what encoding to use for the cause codes. In all cases it is expected the AMF must receive indication of support of this new feature as the RA formation is conditional to knowing the capability of the UE to support the feature (if the AMF detects no support, it may restrict the RA to the TAIs where the rejected S-NSSAI is not supported).
The partially/conditional/Secondary allowed S-NSSAI concept is very attractive as in principle it could save the need of additional registration when the UE moves into TAs where a S-NSSAI is allowed. 
Editor's note: several solutions in this approach are missing documentation of the connected mode aspects and MO/MT procedures. solution 29 completely documents these aspects including when overlapping TA cells are present supporting some of the partially allowed slices but the UE camps on the other TA cell. It is proposed this approach is also moving to normative phase once there is agreement on these aspects.
Both modes can be supported in a PLMN and which one to apply to a UE can be decided at run time per UE depending on network policy (e.g. if NSAC applies to a S-NSSAI, maybe the partially rejected approach may be best to ensure the NSAC state does not include partially allowed S-NSSAIs and PDU sessions related to these).
8.X	Conclusions for Key Issue #6
Editor's note: these are interim conclusions
UE configuration shall be standardized to enable control based on usage or configuration. also, mandatory slices/DDNs to establish should be configurable by URSP in the event the UE is configured to operate "on demand". Release of sessions should be enabled based both of detection of usage by UE and network (implicit deregistration/tear down) and based on detection by UE of connected apps to PDU sessions (not requiring any impact on network but just on UE configuration).
HPLMN and selective and HPLMN allowed VPLMN control is to be enabled for the configuration-based approach. the configuration information should come from UDM to AMF e.g. in subscription information and in URSPs.
Network based solutions like in solution 37 can be used today and in the future to support policies for non supporting UEs. the only normative enhancement that can be useful is to set the timers in SMFs and AMFs based on subscription information from HPLMN and maybe authorize the VPLMN to set its own timers if so desirable by HPLMN. 
solution 32 conclusion is in KI#1
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